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Abstract

The Virtual Assistive Surgical Trainer (VAST) is an approach developed to train surgeons in minimally invasive procedures. It uses surgical instruments augmented with micro-sensors, and knowledge-based inference techniques to provide objective, data-driven feedback and performance assessment for complex exercises. The assessment is typically based on the expertise of senior surgeons and, thus, a single objective standard is difficult to define. To formulate such a standard, and to provide an accurate scoring method, a fuzzy logic method is proposed in this paper. This makes it easier to mimic tasks that are already successfully performed by human experts. A multi-level fuzzy inference engine and new performance metrics are implemented. Experimental results demonstrate the feasibility of this method and the efficacy of the new performance metrics.

1. Introduction

Minimally invasive surgery (MIS) is a modern surgical technique requiring small incisions or no incisions. It is performed with an endoscope and several long, thin instruments through small incisions. Because of its minimally invasive nature, MIS minimizes complications associated with large incisions, operative blood loss and post-operative pain, and speeds up recovery time compared to the traditional open surgery. Unfortunately, from a surgeon’s perspective, laparoscopic surgery is more challenging than conventional surgery because of the restricted vision, hand-eye coordination problems, limited working space and lack of tactile sensation. These issues make MIS a difficult skill for medical students and residents to master.

In order to minimize the potential risks inherent in laparoscopic procedures, training must be performed to help the students adapt to the new surgical technique. Because the requirement of basic skill increases rapidly, traditional surgical education methods are not suitable for MIS training. In a similar way, using animals and cadavers have limitations due to ethical issues, animal rights, high cost and low efficiency. Therefore, effective surgical training and guidance methods are being developed. Surgical simulation is increasingly perceived as a valuable addition to traditional medical training. It has been approved as an effective training method [6] that translates into approximately 30-35% more efficiency as measured by operative time and decreased complication rates compared to a control group not receiving simulation training.

In our work, we propose a design and implementation approach that addresses many of the limitations of the existing systems and advances the state of the art in surgical training, assessment and guidance in laparoscopic surgery [4]. The vision is to bridge the gap between pelvic trainers and virtual reality trainers, combining the advantages of both approaches to design a system that is simple and effective.

Our design features the embedding of micro-sensors [3] into the instruments employed for simulation training. The detection and recording of instrument movement permits our system to not only measure a trainee’s progress in acquiring psychomotor skills and compare these data to normative databases, but also to evaluate instrument effectiveness in reducing errors.

From a training perspective, the sensor based system will track and return information on various performance metrics such as position and velocity of instruments, total path length of motion, erratic movements, time taken, number of attempts, dexterity, etc. This is similar to the computer based medical diagnosis system that uses the patient’s history, physical examination, and laboratory tests as inputs and gives the possible medical diagnosis result as outputs.

There has been extensive research with regard to computer assistive medical diagnosis systems. Various techniques have been implemented to solve the problems, including symbolic logic, probability and value theory [5], multi-surface pattern separation [12], semantic-based methodology [13], and weight-elimination neural networks [14].

The main issue of the inference systems is that the assessment is typically based on the expertise of senior doctors and, thus, a single objective standard is difficult to de-
fuzzy logic to deal with the imprecision inherent to subjective performance expectations derived from expert surgeons [7]. Fuzzy set theory and probability are two different ways of expressing uncertainty. Fuzzy set theory uses the concept of fuzzy set membership to deal with the uncertainty. In classical set theory, an element either belongs or does not belong to a set [16]. On the contrary, fuzzy set theory permits a degree of belonging in the set by the membership function. For the medical diagnosis example above, we can define the fuzzy set \{Patient has symp-

tom B\}. Therefore, the degree that the patient belongs to the set is 75%.

It seems the distinction between the two methods, probability theory and fuzzy set theory, is mostly linguistic, but in practice, we can use the fuzzy set membership representing membership in vaguely defined sets and avoid talking about randomness. For example, in order to assess the performance of an operation, two fuzzy sets, “good” and “bad” can be defined, and the membership functions will conceal the uncertainty from further inference.

Fuzzy logic is derived from fuzzy set theory dealing with reasoning that is approximate rather than precisely deduced from classical predicate logic. It can be thought of as the application side of fuzzy set theory dealing with well thought out real world expert values for a complex problem [16].

Fuzzy logic usually uses IF/THEN rules to describe the fuzzy relationship. The rules can be expressed in the form:

\[
\text{IF variable IS set THEN action}
\]

The advantages of this term is that the solution to the problem can be easily understood by the human operators, so that their experience will be used in the design of the fuzzy relationship. This makes it easier to mimic tasks that are already successfully performed by humans.

In our application, we collect data from sensors (such as the time it takes to move an instrument, its path length etc.), and calculate output in the form of normalized scores. Our method uses inference rules such as “if the instrument speed is very slow, then the score is less than average”, where the word “instrument speed” indicates the input metric and the word “score” is the evaluation output. The first step in developing the fuzzy logic module is knowledge acquisition from experts. This process forms the base of assessment criteria in the form of inference rules. The second step is a survey of senior surgeons to determine the exact membership functions of the input metrics and output scores. For instance, consider an example where the time to clip the cystic artery in laparoscopic cholecystectomy is 20 seconds. Then, according to the membership function we can say that this speed is 90% excellent and 10% good.

2. Inference Engine Design

The fuzzy inference engine is shown in the Figure 1. Scilab fuzzy logic toolbox [8] is used to help design this system. Scilab is a comprehensive scientific package freely distributed by INRIA [17]. The fuzzy logic toolbox based on Scilab allows the user to solve his fuzzy problem with little trouble. The toolbox provides complete functions for inference, and an easy to use graphical editor for building complex fuzzy logic system models.

Figure 1 shows the structure of a sample fuzzy inference engine. There are two input parameters: peak and stable, which will be elaborated in the next section, and one
output: score of the performance. The fuzzy logic module implements the inference process by a quantity of fuzzy logic rules set up according to the expertise of senior surgeons.

Figure 1: Fuzzy Inference System

The fuzzy inference engine is a static nonlinear mapping between inputs and outputs. The inputs and outputs are “crisp”, that is, they are real numbers, not fuzzy sets. The fuzzification block converts the crisp inputs into fuzzy sets. Fuzzy sets are used to quantify the information in the rule-base. The transformation is produced by the membership functions we introduced above. Membership functions can be expressed as the fuzzification operator $F$, which is defined by equation 1:

$$F(u_i) = \tilde{A}_i^{\text{fuzz}}$$  \hspace{1cm} (1)

Where $u_i$ is an element of the possible input set $U_i$, and $\tilde{A}_i^{\text{fuzz}}$ denotes the fuzzy set defined on the universe of discourse $U_i$. There are various transform functions available. In our application, the triangle function was implemented.

Figure 2 indicates the membership functions associated with the input parameter peak. Five fuzzy sets, “Lowest, Lower, Average, Higher, and Highest” are shown in the picture. Triangle function with different parameters are used to describe the fuzzification process.

The inference mechanism uses the fuzzy rules in the rule-base to produce fuzzy conclusions. Figure 3 shows a screen shot of the fuzzy rule editor. Each rule is expressed by the form: If input1 IS set1 AND input2 IS set2, THEN the output IS set0. Where the set1, set2 and set0 are fuzzy sets associated with the input and output crisp.

During the inference process, the inference engine determines which rules are active first; then, it calculates the output by the implied fuzzy sets and overall implied fuzzy set.

The implied fuzzy set with membership function can be indicated by equation 2:

$$\mu_{\tilde{B}_q}(y_q) = \mu_i(u_1, u_2, \cdots, u_n) \ast \mu_{A \rightarrow \tilde{B}_q}(x, y_q)$$  \hspace{1cm} (2)

Where $y_q$ is the $q^{th}$ crisp output. $\mu_{\tilde{B}_q}(y_q)$ is the membership function of the implied fuzzy set $\tilde{B}_q$ and output $y_q$. $\mu_i(u_1, u_2, \cdots, u_n)$ represents the input fuzzy sets which match rule $i$. $\mu_{A \rightarrow \tilde{B}_q}(x, y_q)$ is the rule. We use min method to do the AND calculation, which intercepts the fuzzy sets.

The overall implied fuzzy set $\tilde{B}_q$ with membership function shown in equation 3.

$$\mu_{\tilde{B}_q}(y_q) = \mu_{\tilde{B}_q}(y_q) \oplus \mu_{\tilde{B}_q}(y_q) \oplus \cdots \oplus \mu_{\tilde{B}_q}(y_q)$$  \hspace{1cm} (3)

The equation represents the conclusion reached considering all the rules in the rule-base synchronously. We use the sum method to achieve the computation.

The inference mechanism operates on the input fuzzy sets to produce output fuzzy sets and the defuzzification block converts these fuzzy conclusions into the crisp outputs. We use the center of gravity method defined in the equation 4.

Figure 2: Membership Function Diagram

Figure 3: Fuzzy Rules Editor
\[
\bar{y} = \frac{\sum_{i=1}^{l} y_i \mu_{\hat{B}_i}(y_i)}{\sum_{i=1}^{l} \mu_{\hat{B}_i}(y_i)}
\]  
(4)

Where \( l \) is the number of rules, \( y_i \) is the output for the \( i^{th} \) rule, \( \mu_{\hat{B}_i}(y_i) \) is the membership function associated with the implied fuzzy set \( \hat{B}_i \).

### 2.2. Multi-Level Inference Engine

Finding associated rules in the inference databases is an important step of the fuzzy inference system. Because the inference rules must cover the entire searching space, the total number of the rules can be expressed in the equation 5.

\[
N_{\text{rules}} = n^i
\]

(5)

where \( N_{\text{rules}} \) is the total number of rules, \( n \) is the fuzzy sets’ number for each input, and \( i \) is the input numbers. From this equation, we know that it will be a disaster setting up all the rules when input number increases. In order to avoid this issue, we implement a multi-level inference engine. The idea of the multi-level inference engine is to divide the inference engine into separately smaller levels. The output crisps of the former level can be used as the input crisps of the later level. Therefore, the total number of the rules can be expressed in the equation 6.

\[
N_{\text{rules}} = \sum_{j=1}^{l} n_j^i
\]

(6)

Where \( l \) is the number of levels, \( n_j \) is the fuzzy sets number for each input within level \( j \), and \( i_j \) is the input number of level \( j \). If there are 5 parameters needed to be considered, and for each parameter, 5 fuzzy sets are defined, we need to set up 3125 rules for a mono-level inference engine while only 125 rules for a 5-level inference engine.

Another advantage of the multi-level inference is that we can expand an existing inference engine easily by adding a new inference level. An example of the multi-level inference engine is discussed in the section 4.

### 3. NEW PERFORMANCE METRICS

From the position data obtained from the position sensor (microBIRD [10]), the inference engine calculates key instrument motion metrics. The microBIRD sensors provide 6 degrees of freedom position information (x, y, z, pitch, yaw, and roll) in 3D space. The refresh rate of the sensor is more than 60 Hz. Therefore, we can calculate various motion metrics such as the path length, average speed, and instant speed in real-time. Besides the already validated parameters such as total path length and average speed, movement economy ratio has been used for performance evaluation in our system.

The movement economy ratio is acquired through equation 7.

\[
R_e = \frac{\sum_{i=1}^{n} L_{I_i}}{\sum_{i=1}^{n} L_{R_i}}
\]

(7)

Where \( R_e \) is the movement economy ratio; \( n \) is the total movement segmentation number; \( i = 1, 2, \ldots, n \) is the serial number of each movement segmentation; \( L_{R_i} \) is the real path length of movement segment \( i \); \( L_{I_i} \) is the ideal path length of movement segment \( i \).

For a specific training scenario, we select a series of map points on the training space, and the trainee is required to manipulate the instruments touching the map points in sequence. We call the tracking path between two map points a movement segment. The ideal path length is the linear distance between two map points in simple case. In reality, a continuous series of points are observed by the microBIRD sensors. The real path length is the integration of the distance between each two adjacent points.

The movement economy ratio has been used to evaluate the performance of the basic training. It is believed that expert can get higher movement economy ratio than a novice due to hand eye coordination issues. Some latest laparoscopic training simulators have implemented the movement economy ratio to evaluate the basic hand-eye coordination training performance [18].

The issue of the movement economy ratio is that it only scales the movement track length rather than instantaneous speed and moving direction. Due to the incompletion, a jittering slow movement could be considered as a perfect performance, while a smooth path might be assigned lower score. In order to solve the problem, we implemented speed rate curve and movement direction curve as the additional metrics to enhance the performance of training evaluation.

The speed rate curve showed the speed rate variation during the training. Assume there are \( n \) points within one movement segment, and each point has its own time stamp. The instant speed for point \( i \), \((1 \leq i \leq n)\) can be calculated through equation 8.

\[
S_i = \frac{\Delta L_i}{\Delta t_i}
\]

(8)

Where \( \Delta L_i \) is the distance between two points and \( \Delta t_i \) is the time difference of the corresponding time stamps. It was assumed that an expert can maintain a relative steady high speed for a longer time [3]. We used the peak speed rate and steady parameter to transfer the phenomenon into a speed rate profile score.

Figure 4 indicates two example speed rate curve diagrams. The upper diagram in Picture 3 is a “bad” movement because the speed rate changed a lot, which means the performer failed to maintain a steady moving speed.
The lower diagram is a “good” movement because of the smooth transformation and a relative steady high speed.

\[
D_i = \cos \left( \frac{\vec{A}_i \cdot \vec{B}}{|\vec{A}_i| |\vec{B}|} \right)
\]

(9)

Where \(D_i\) is the cosine of angle between two vectors: the vector of an instantaneous movement between two sampling points \(\vec{A}_i\), and the vector of one movement segment \(\vec{B}\). \(D_i = 1\) means the direction of the movement is exactly same as the direction of the movement segment. On the other hand, \(D_i = -1\) means the direction of the movement is completely opposite to the direction of the movement segment.

During the operation, experts can maintain a relative smooth movement direction curve, while novices try to “search” the target due to a lack of depth perception, which causes their movement to oscillate obviously. This phenomena is similar to what people usually do when they lose the mouse cursor on a computer screen. In Figure 5, two movement direction curves are shown where the upper one is a “bad” movement with clear direction changes. The curve changes rapidly through 1 to -1 meaning the performer totally lost the track of the instrument and tried to get it back by moving back and forth. The lower one is a “good” movement with smooth direction transition. We used the combination of movement direction profile and speed rate profile to generate the movement profile score of the participant.

4. EXPERIMENT

A hand-eye coordination training experiment was implemented to demonstrate the feasibility of the proposed method. The following picture indicates the experiment scenario. Four targets were labeled as 0, 1, 2, and 3 respectively. The targets were set with various heights within the training box to train basic hand-eye coordination capability of students. The participants were required to move the instrument touching the target in the following sequence: 0 -> 1 -> 0 -> 2 -> 0 -> 3 as fast as they could. We call the movement between two target points a segment, i.e. segment 2 means the movement from 0->2.

The trainee would be required to repeat the procedure until he or she performs adequately. It has been proved that this enforced learning process should help the trainee master the necessary basic skills [19] [20]. Within our experiment, each participant did the exercise five times. Data recorded from eight novices were used to examine the fuzzy logic inference engine.

Figure 6 indicates the time consumption data of the experiments. From both the time data of the entire performance and time data of segment number 2, we can observe that the time consumption becomes shorter when the trainees repeat the procedure. This “learning curve” indi-
cates that the more experience the trainee gets, the less additional resource he or she requires.

The movement economy data shown in the Figure 8 doesn’t reflect any obvious learning curve in the first five trials. The reason is that trainees need more trials to improve their movement path for laparoscopic surgery than their speed. Because there is no speed information within the movement economy data, we cannot see a learning curve shown in the figure.

Figure 7: Time Consumption Result from the experiment

In order to measure both the speed and movement information precisely, the fuzzy inference system is used. Input data of the fuzzy system was speed rate profile and movement direction profile, and output of the fuzzy system was the performance score (0 was the worst, while 1 was the best).

Figure 8: Movement Economy Result from the Experiment

The fuzzy inference engine was implemented by the multi-level technique introduced above. Figure 9 shows the structure of the multi-level inference engine. The first level inputs are peak width and cross times. Peak width is used to describe the percentage of relative high speed within the speed rate curve. The high speed region is the part between the first sample point excess 1/2 maximum speed and the last sample point excess 1/2 maximum speed. Cross time is used to describe the speed steady level. It is the time speed curve crossing the 1/2 maximum speed within the peak region.

The output of the first level inference engine is the speed score, which is also one input of the second level inference engine. Another input of the second level inference engine is the movement profile, which is the time movement curve crossing the “0”.

Figure 9: Two Level Inference Engine

Figure 10 is the final score chart. The data series “all seg” indicate the overall performance and the data series “seg 2” indicate the movement segmentation from target 1 to target 0. The result shows the performance improvement during training (learning curve), which proves that the fuzzy logic performance assessment method can illustrate the objective performance assessment correctly.

Figure 10: Fuzzy Inference Engine Experiment Result
5. CONCLUSION

In this paper, a novel objective performance assessment module for the minimally invasive surgical trainer has been proposed. Given the vague definitions of evaluation metrics, the proposed fuzzy logic inference method can provide normalized scores. New metrics were used to improve the efficiency of the performance evaluation. Experiment results have been presented that validates this argument based on a set of empirical data collected from a laparoscopic trainer.

One advantage of this method is that solutions can easily be understood by human operators, so their experience can be used in the design of the fuzzy relationship. This makes it easier to mimic tasks already successfully performed by humans. Another advantage is that the fuzzy logic method enables quantitative performance assessments, which are superior to the conventional subjective evaluation methods for surgical training.

The initial concept was presented as a poster at the symposium on Computer Simulation in Medicine (CompMed) on May 16-18, 2007 at Montreal, Canada.
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